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1 Origins

(A lot of this comes from [3]. A lot also comes from Heng Ji’s (UIUC) IE class slides.)
By 1994 the US government was already familiar with information retrieval: search a

corpus of documents and retrieve those documents that match your search terms – now
you don’t have to read so many documents! But documents can be long; how about we
search for just the facts we want instead? Originally there were templates of all the info
the gov’t wanted to find (e.g. locations and actions of ships scraped from navy telegraph
cables). This was tested in a series of evaluations (this is how evaluations to drive NLP
research got going!). Originally you had to participate in the entire pipeline of various kinds
of information retrieval but then (1995) they split into independent and more generic tasks
to encourage more participation by smaller teams. One of the tasks that year was ‘named
entity recognition.’ This eventually led to the ‘Automatic Content Extraction’ program
(ACE) which focused on even more fine-grained, independent tasks. The corpora produced
in 2005 by ACE are still heavily used, nearly 15 years later.

2 Why

Why do we want to have a big knowledge graph at all? Ultimately, don’t we just want to
interact via natural language?

Yes, a really good version of e.g. Siri is an end goal. But even the super-awesome GPT-3
is not all that great at question answering. A fact repository, i.e. a knowledge graph, is
fundamental to that kind of bot.

Consider also investigative journalism. In 2020, BuzzFeed got access to a lot of ‘FinCEN’
financial irregularity disclosures1 which were a lot of financial transaction data but also
narratives by bankers detailing the irregularities. The team actually tried to use IE but
couldn’t so they read everything by hand and compiled networks showing who was involved
in what2. It’s not feasible to read in a database of reports and then write a news article;
that’s not likely in the current visible AI horizon. But it is feasible to be able to build an
information network

1https://www.buzzfeednews.com/fincen-files
2https://www.datanami.com/2020/09/25/icij-turns-to-big-data-tech-to-unravel-fincen-files/
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3 Tasks

Here I’ll mostly outline the individual tasks that we see today that are called IE and try
to get into their details a bit. The figures show the types that were used in ACE and are
still widely used today, though there are additions/exceptions. The ultimate output of IE
can be thought of as a knowledge graph, that is, a representation of every conceivable piece
of information and how it relates to every other conceivable piece of information, a snippet
of which is shown below. With such a graph information queries would be more straight
forward to look up. However in practice it is far more common to work on one aspect of
constructing this graph at a time.

3.1 Named Entities

The general idea here is to find all the things that have proper names. Names are not
really part of the ‘core’ language so it makes sense to excerpt them. If we’ve POS-tagged
then already we have an idea of what are names; they have NNP tags usually (not always).
In general we’d also like all kinds of ‘language external’ elements like addresses, times of day,
etc. and subsequent evaluations/definitions/systems have added more types.
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But we don’t always just find the names. Sometimes we find the nominal references
too (i.e. references to named things without using the names) as well as the pronominal
references (references using a pronoun). Often these are evaluated separately; names are
easier to detect and type than nominals, which are easier than pronominals.

In other circumstances we may want to find special purpose entities. One particular type
of interest is chemicals, proteins, enzymes, etc. These are often identified in various kinds of
medical literature.

3.1.1 Detection

The detection task is: given a text, find the spans of the entities. What constitutes a ‘span’
can be trickier to define than you might think. Consider:

The Los Angeles Times, a fine newspaper, arrives in my town on Saturdays,

but it is usually late, because Culver City has a traffic problem and

God hates me.

Some questions that have to be answered (typically consult your annotation guidelines;
I provide my best guess):

• Is ‘Los Angeles Times’ marked? It’s the paper, not the organization, I think... (yes)
What about ‘newspaper’? Still an org? (yes?) What about ‘it’?

• Is the ‘The’ included? (yes)

• Is ‘Los Angeles’ the GPE marked? (No)

• Is the ‘City’ in ‘Culver City’ marked? (Yes)

• Do we count tokens or characters? (I think tokens)

• If tokens, is the comma marked? Or the period in ‘me.’? (no; there is a ‘standard’
tokenization)

• Is God a person? (No)

What makes matters worse is, despite annotation guidelines, people don’t necessarily read
them, and might evaluate/tokenize differently, then report results that are not replicable.
It can be a big mess! Assuming you can agree on those standards, Micro-F1 on exact span
match is typically what is reported.

The best way to learn this data is as a tagging problem, but with tags like PER, ORG,

GPE, LOC, FAC instead of NN, JJ, ADV, etc. And since the elements we are learning are
multi-token, we use what is known as BIO notation; the beginning of an entity is tagged
with B, and other tags of that entity are tagged with I. Words not in an entity are marked
with O. Thus:

B-ORG I-ORG I-ORG I-ORG O B-GPE I-GPE O O O

The Los Angeles Times in El Segundo is great .
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Another variant is BIOSE which distinguishes between Beginning, Inside, End, and Solo
entities. Either can be learned with an HMM or LR/MaxEng tagger, just like a POS tagger.
Even better is a CRF which considers the entire sequence to be an item that is predicted;
for tag sequence T = t1, . . . tn and word sequence W = w1, . . . , wn :

PHMM(T,W ) = ΠiP (wi|ti)P (ti|ti−1)

PMEMM(T |W ) = Πi
exp(θ · f(ti, ti−1, wi))∑
t exp(θ · f(t, ti−1, wi))

PCRF (T |W ) =
Πi exp(θ · f(ti, ti−1, wi))∑
T ′ Πi exp(θ · f(t′i, t′i−1, wi))

In the vanilla HMM we are just using word, tag and tag, tag co-occurrence, but in
MEMM and CRF we can define various features. Naturally, those features could themselves
be the outputs of a neural network, saving us the trouble of having to come up with features
ourselves. A pretty good model [6] (90.94 on CoNLL 2003; SOTA as of 3/14/19 is 93.5 [2])
is the bidirectional LSTM ; here’s a figure from the paper:

They also use character embeddings; same idea. Note that these results are not hugely
better than CRFs with hand-defined features, but no features needed to be defined. This
works well across a variety of languages.

3.2 Coreference

Coreference is the task of clustering entity mentions that all refer to the same entity. This
is particularly important when considering nominal and pronominal mentions but also when
considering entities that might be named different ways (Los Angeles Times, The Los Angeles
Times, The Times, LA Times) or ambiguous people names (President Clinton, Secretary
Clinton, Senator Clinton, Clinton). Here’s an example from a recent survey paper [8] that
illustrates how difficult this is:
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The Queen Mother asked Queen Elizabeth II to transform her sister,

Princess Margaret, into a viable princess by summoning a renowned

speech therapist, Nancy Logue, to treat her speech impediment.

• How many people are described in the above sentence?

• Label all person mentions (name, nominal, pronoun) and indicate coreference

Features we are using as humans to get coreference right:

• gender match (Queen, her)

• number match (The team, The Yankees, they)

• entity type match (Joe Smith loves New York. The city this father of three grew up
in...)

• metonymy – tricky! (The Yankees returned to their city winners. New York had lost
the first two games...)

But the May 2 clash between separatists and Ukrainian government supporters

in Odessa that took nearly 50 lives,... That battle was portrayed by

Kremlin-controlled Russian media as evidence that the Kiev government is

bent on recovering the occupied areas even if it has to shoot innocent

bystanders to do so.

Is ‘government’ referring to the same government?
Pronouns in particular are not easily resolved with surface features; this has led to the
‘Winograd challenge‘ exemplified as follows:

• The city council refused to give the demonstrators a permit because they feared vio-
lence.

• The city council refused to give the demonstrators a permit because they advocated
violence.

• When Sue went to Nadia’s home for dinner, she served sukiyaki au gratin.

• When Sue went to Nadia’s home for dinner, she ate sukiyaki au gratin.

• Others, like agricultural entrepreneur Yevgeny Kremnyev of militant-occupied Svyate-
gorsk, voted for independence with the understanding that their autonomous republic
will remain part of Ukraine but with more control over its foreign and economic poli-
cies. He said he intended to cast a ballot in the May 25 national presidential election,
although he sees no candidate to his liking .

I think even the best models are still not using all of the context available to humans
(and not even all the context made available). It becomes a computationally explosive task
and in a sense the search (attention?) through the information is not done in a principled
way, yet.
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Figure 1: Coref Results

3.3 Evaluation

While scores are calculated as F1, evaluating this properly is quite tricky since one has to
consider how to deal with ‘polluted’ clusters, multiple clusters of the same entity, and absent
clusters. Traditionally an average of 3 different F1 scores is taken.3

There are a variety of techniques for doing entity coreference. The top performer de-
scribed in [1] [7] is built as a classifier on top of a bidirectional LSTM (fine tuned from
ELMo); for each mention, a distribution over all possible antecedents is predicted. In gen-
eral n2 comparisons must be made!

Per [1] top Coreference scores on the Ontonotes data set (from 2007) are in the mid .70s
to mid .80s for name mentions, depending on the type. .58 to .77 for nominals and .26 to
.51 for pronominals. This is still very much an unsolved problem. It is also important to
distinguish between coreference given perfect mentions and end-to-end coreference (i.e. after
mention identification). See 1.

3.3.1 Grounding/Linking

Having formed a cluster of entity mentions, one may also link them to a pre-existing knowl-
edge base and thus ground them to some already existing facts. A typical general purpose
knowledge base is Wikipedia; this is sometimes then known as wikification. Other than
wikipedia, there are special-purpose KBs. One well-known one is ‘GeoNames’ which is a
listing of 11 million placenames. Another is Chemanalyser, which has many chemical com-
pounds, substances and compound classes. Freebase and YAGO are other all-purpose KBs.

Grounding is not at all trivial; consider Chicago, which can refer to a city, a band, a

3See [1] if interested.
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typeface, or one of many professional sports teams. In addition to grounding to the KB,
there will generally be some entities that aren’t in the KB; these should be properly identified
as NIL.

Note that it is possible to simply link without clustering first and if done properly all
non-NIL links will also implicitly be proper clusters; this can often be easier than simply
determining coreference. However, it is still necessary for NIL mentions.

As with coreference linking can be done with perfect mentions or end-to-end; SOTA is
86.6 micro end-to-end [5] and 94.9 with perfect mentions [12]; determining the methodologies
is an exercise left to the reader.

3.3.2 Make It Harder

Some more challenging extensions on the basic entity identification task:

• Few-Shot: given 20 examples of a new type, how well can you recognize it?

• Cross-Lingual (often termed ‘zero-shot’): given training data in one language (typically
English), how well can you do in another language where no training data is given?

• Cross-Domain: Turns out the way entities are mentioned and co-referred varies across
domains (e.g. news text, conversation, web text)

• Fine-Grained: instead of 6–10 types, how about hundreds of types, e.g. basketball-player.
Then the same span can have many different labels (think of them as properties)

• ultra-fine grained: extract thousands from large ontology (e.g. YAGO): predict location
a mention should be in an ontology graph

3.4 Entity-Entity Relations (Relation Extraction)

Relations are ways entities are related. Typically relations are between exactly two
entities and the order matters The table above lists relations from ACE (there are subtypes
not listed); a SemEval task in 2010 [4] defines other relational types. There are special-
purpose relation types too, e.g. in medical literature we often want to know about relations
like ‘bonds’ or ‘phosphorylates.’
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3.4.1 Basic Methods

Early methods that can work reasonably well are so-called “Hearst Patterns”:

1. Come up with some basic patterns, such as [PERSON], born in [LOCATION] for the
“Born in” relation (think of some for “agent-artifact“, “part-whole.”

2. Extract a lot of entity pairs from a large corpus (e.g. “Einstein, born in Germany”)

3. Find these entity pairs elsewhere in the text (e.g. “Einstein, who began life in Ger-
many“)

4. Learn new patterns from these spans ([PERSON], who began life in [LOCATION])

5. Repeat!

Usually we want training data to do some form of supervised learning. The above method
is a way of obtaining training data ‘automatically.’ Another general method is “Distant
Supervision:”

1. Obtain a partial list of relations (e.g. from wikipedia)

2. Find sentences that contain the entities in the relation pair and label them.

3. (self-training extension) Build a model with the data, use it to label more data, build
another model (this can get noisy and degrade quickly, though).

Prior NLP analysis, such as Entity mentions, coref, dependency parses, POS tags, and
semantic relatedness are all good features that can be used to model this analysis task.

3.4.2 Outside Information

A major difficulty with relation identification (and IE in general) is that humans intuit
information based on a lot of background or even common-sense knowledge, which is hard
to convey to machines. Having access to background information makes the task a lot easier
for machines. Here is a (made up) example:

David Cone was seen at the premiere of the new Star Trek movie last night.

The former Royal and Yankee color commentator said science fiction was one of

his biggest passions, along with his family and baseball.

There is a works-for relationship between David Cone and Kansas City Royals. There
are many inference steps needed to make this connection. However, it’s relatively easy to
find the wikipedia page for Cone, and then to find links for the Royals (and the Yankees)
and this information makes it easier to elicit the relationship.

Some more examples of how it’s complicated to determine relations can be found in
Figure 2.
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Figure 2: Example of complicated reasoning needed for learning relations

3.4.3 NN Methods

Grishman [3] reports that CNNs operating a fixed window covering gaps between entities are
reasonable for relation detection. A graph convolution network over dependency structure
may also do well (use the dependency links as adjacency instead of/in addition to the natural
word adjacency.) BiLSTM classification has also been shown to work well. There are a
variety of different kinds of test sets and top F1 performance seems to be in the mid-80s.

It can be really tough though! Figure 3 has some tough (for machine) examples.

3.4.4 Some reasons why it’s tough

Pronoun referent

3.5 Extensions

• Cross-Document relation extraction (what are the set of relations expressed by consid-
ering a whole corpus, rather than a single document? Show supporting evidence)

• Cross-Lingual/Cross-Modality (Now the documents are in Chinese, Spanish, English,
there are movies as well as text files...)

• Fine-grained relations (as with fine-grained entity types)

• Relation and Entity at the same time – maybe the decisions shouldn’t be pipelined
but a joint decision should be made (can be done as semantic parse, can be done as
multi-task model).
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Figure 3: Tough Entity Relations

3.6 Open IE

You need not have an ontology of relations, or even entity types for that matter, but could
conceivably identify all relations of any kind between all entities in the world. An example
from Stanford’s webpage on open IE: the sentence “Barack Obama was born in Hawaii”
would create a triple (Barack Obama; was born in; Hawaii),

In a survey on the matter [9] it is pointed out that a prime difficulty here is evaluation;
data sets vary considerably and have very different properties, The goal of open IE is to
scale to very large volumes of text but this makes preparing reference data difficult. Most
evaluation sets remain in Wikipedia and News domains, even though another point was to
be able to extract in heterogeneous domains. There is still a lot of research to be done

10



3.7 Events

Events are specific things that happen, involving participants, causing a change in state.
There are various ways to define what constitutes an event, but in ACE there is typically
a trigger, i.e. the word in a sentence that connotes the event, and zero or more arguments,
that is, labeled spans of entities involved in the event. In an example from Eisenstein:

Elected mayor of Atlanta in 1973, Maynard Jackson was the first African

American to serve as mayor of a major southern city.

The event is an election, with roles office:mayor, district:atlanta, date:1973, and person-
elected:Maynard Jackson.

Events in most data sets are discovered in the context of a single sentence. Multiple
events can appear in one sentence, and the same span can serve as more than one argument
in multiple events. For example:

John shot Mark for killing his brother Dan.

there is a shot event with agent:John and patient:Mark, as well as a killing event with
agent:Mark and patient:Dan.

Various classifiers have been used to first detect and label triggers, then for each trigger
detect and label spans. Trigger classification is in the 80s or so, and argument classification
in the 50s-60s. Here is a figure and table of results from a paper at ACL in 2019:
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Events face a number of challenges. IAA is quite low on them in general. The largest
data sets have fewer than 40k events annotated. Multilingual events fare even worse; ACE
2005 has Arabic and Chinese annotation as well but the amount is lower and the quality
even worse.

3.7.1 How it’s done

Methods are fairly similar to entity detection (neural CRf, lots of features, people trying
BERT and its ilk). As with entities, syntactic and semantic features seem to help so pipelines
are used which enable e.g. GCNs. Lexicons and external knowledge sources are also used.

3.7.2 Ontology

There are several. REO (rich event ontology) ACE (automatic content extraction) are popu-
lar. Could also consider the frames of FrameNet and verbs of VerbNet. The types are in the
hundreds. Each event type has a set of valid arguments though most have an agent (often
referred to as ‘arg0’) and patient (often referred to as ‘arg1’).
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3.7.3 Evaluation

As with Entities, F-measure is used. However multiple steps are needed to ‘find’ an event
and a portion of these could be considered ‘gold’, could be ignored, or could be included in
the calculation:

• Find the trigger word or span

• Label the trigger

• Find the argument word or span (done multiple times)

• Label the argument (done for each found argument)

Often you will see argument and trigger statistics where the arguments are extracted
given gold triggers. It’s important to read carefully!

3.8 Event-Event Relations

One can discuss relations between events as well. These are typically temporal or causal
relations though there are also subpart relations and some others. Temporal seem to have
been studied the most; the Timebank corpus [11] was constructed and annotated to try to
capture temporally related events. An example is below:

How might events be temporally related?

• A started and finished before B

• A and B partially overlap

• A starts before and ends after B

• A and B completely coincide

However most of the time the start and/or end of an event is unspecified, unknown, or
unknowable from text.
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Events can also be structured relative to other events, e.g. an election is an event that
involves, among other subevents, several debates.

Newer work [10] shows a variety of ways of looking at evaluation (there are again numerous
data sets so timebank itself is not necessarily being used always); in general determining
the order of events, whether they overlap or have containment relationships, etc. is not
particularly agreed upon by annotators and thus it is difficult to build consensus in corpora
let alone build satisfactory systems. Causality can be even worse.

3.9 Non-Events

A tricky bit about events is that while we use language to describe things that did or do
happen, we also use it to describe events that are not so concrete:

• Events that did not happen (‘The Dodgers failed to capture a World Series Title last
night’) – this example includes an event that didn’t happen as well as a negative event
(the failure) that did!

• Events that might happen (‘If inflation rises too fast the economy could collapse, say
experts.’)

• Non-specific events that may have happened (‘Whenever there is a fire, crew 147 is on
the scene to put it out.’)

• Hedged events (‘These results suggest that the D gene might be involved in granulocyte
differentiation’)

In most event recognition work the task is to avoid recognizing these events and to
only focus on actual events that occurred. To the degree that these not-quite-event cases are
pursued, there is the FactBank (Sauri and Pustejovsky, 2009) which annotated 77,000 tokens
and 9500 events on 208 documents for how factual the events are (factual, non-factual) and
how certain the claim is (certain, probable, possible). They claim IAA of 0.81! I haven’t
seen a lot of recent work trying to solve this as a task.

3.10 Scripts/Schema Induction

A theory due to Roger Schank is the idea that all events comprise sequences of more funda-
mental events. These sequences are known as ‘scripts.’ The classic example is ‘eating at a
restaurant’:

1. Enter = walk in, look at tables, figure out where to sit, sit.

2. Order = acquire menu, choose food, get waiter attention, provide order, waiter provides
order to cook

3. Eat = cook gives food to waiter, waiter gives food to you, you put food in mouth, chew
swallow
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4. Exit = waiter gives check, you pay, waiter gives receipt, you stand up, you walk out.

A recent DARPA program is concerned with discovering these scripts (also known as
schemas). It is quite difficult to find text evidence for these components despite having
enormous corpora. Some of the more helpful data sets are instructional corpora such as
WikiHow but even then there are many holes in knowledge.

There is prior empirical work in working with schemas. Chambers and Jurafsky extract
chains of events from documents where the events have a common argument (a ‘main char-
acter’). From these chains then a Cloze test can be proposed, where one event is hidden and
the goal is to determine what it is. This could be useful for narrative generation. There has
been a little recent follow up work but the task still needs more definition and the quality
of results indicate we’re still at the beginning of this complicated analysis.
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