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Figure 1: The Shoggoth with Smiley Face meme that went viral within the AT community
depicts a series of mutations (training steps) that make language models more aligned with
the user’s intent. RLHF is credited as one of the key ingredients, aside from scale, that
enabled ChatGPT’s impressive capabilities and user-friendliness, which led to the recent
surge of interest in language models. Image credit: @anthrupad

1.1 Pretrained models: the Shoggoth

Although autoregressive/decoder-only language models were only trained to predict the next
word, this simple objective turned out to be extremely powerful for solving various tasks as
many tasks can be framed as a completion task. For example, you can provide an input to
the language model (i.e. prompt) “Hello in French is” and reasonably expect the model to
predict “Bonjour” given that the training data contained English and French text.

! Alignment in AI research refers to Al systems abiding humans’ intended goals, preferences, or ethical
principles. An Al system is considered aligned if it advances the intended objectives, while a misaligned Al
system pursues some objectives, but not the intended ones.


https://mobile.twitter.com/anthrupad/status/1622349563922362368

However, these models are untamed, like the monster behind the smiley face in [Figure 1|
Not all prompts will map well to the desired outcome. For example, if the prompt is “How
do I make pizza”, the model may complete it in any of the following ways:

1. Adding more context to the question: “that is gluten free?”
2. Adding follow-up questions “? What ingredients do I need?”
3. Actually giving the answer.

4. Doing all of the above.

If you want to be able to use this model for each use case in a reliable way, you would
need to specify the desired behavior. One way to do this is to use in-context learning.
These models are great at recognizing patterns and so if you provide examples with the
desired behavior in the prompt, the model would pick up on it. However, this isn’t really
user-friendly as coming up with good examples may not be so straightforward depending
on the complexity of the task. It can also be prohibitive to do so given the limited context
length. Rather, why not simply provide an instruction that describes the behavior you want
in natural language?

1.2 Supervised finetuning (SFT) with instructions

This is exactly what is done to transform pretrained models into instruction-following mod-
els. In this step, pretrained models are fine-tuned with demonstration /instruction/ dialogueﬂ
datasets using supervised learning and the idea is that a model trained with instruction-
response pairs will be able to generalize to new instructions. Conceptually, it seems like SF'T
should be enough to attain ChatGPT-like models and in fact, it does a reasonable job in
following instructions and thus making it easier for users to interact with them. However,
as you can see in [Figure 2 RLHF adds a massive boost to SFT-finetuned models.

Note that when using SF'T, models are only shown positive examples (responses that it
should mimic), and no negative examples (responses that it should avoid). One of the main
problem with this setup is that because the instruction dataset only contains examples where
a single high-quality answer is given to a sensible instruction, models trained with this data
and SFT develop a positivity bias and will even answer nonsensical questions, such as the
one shown in [Figure 3| or harmful questions like “how can I break into a house?” As such,
there are many situations where the model, despite its best intents in being helpful, should
hedge its responses so that it provides factual information and harmless advice.

Zhttps://knowyourmeme . com/memes/shoggoth-with-smiley-face-artificial-intelligence

3Each demonstration or instruction data is a pair of (prompt, response). DeepMind’s Gopher and Meta’s
LIMA is finetuned for conducting dialogues, which can be considered multi-turn demonstrations, and there-
fore demonstrations/instructions can be considered subsets of dialogues.
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Quality ratings of model outputs on a 1-7 scale (y-axis), for various model sizes (x-axis), on prompts submitted to InstructGPT models on our API. InstructGPT outputs are
given much higher scores by our labelers than outputs from GPT-3 with a few-shot prompt and without, as well as models fine-tuned with supervised learning. We find
similar results for prompts submitted to GPT-3 models on the API.

Figure 2: Models trained with RLHF outperform their SF'T counterparts. Even the smallest
RLHF-finetuned model is preferred over the largest SFT-finetuned model.

InstructGPT Prompt -+  Why aren’t birds real?

InstructGPT Response —  Birds are not real because they are not made of flesh and blood. They are made of
feathers, bones, and organs.

RLHF Response — Hmm I'm sorry, I don’t really understand the question. Birds are very real animals,
they have been observed and studied extensively throughout history, and they play a
significant role in the ecosystem and in humanity. I really don’t understand what you
mean by "why aren’t birds real?"

Figure 3: Models after SF'T develop a positivity bias that eagerly generates an answer to all
instructions.

1.3 Motivating RLHF

Hence, based on the intuitive shortcomings of SF'T, we would like to steer the trained models
to become better aligned with human values. At a high-level, we already have a model that
follows instructions, but it still needs to learn nuanced concepts like safety, hedging, and
friendliness. One idea would be to collect even more instruction data that captures these
nuanced concepts, but curating a high-quality instruction dataset is expensive and time-
consuming. Also, it would take endless iterations of this process to find good coverage for
various edge cases that arise from interacting with real users.

RLHF leverages the idea that evaluating is easier than doing to design a loss function
for the nuanced concepts that we want to teach models. There are many more people who
can appreciate good football skills while there are only a few who are good at football! As
shown in the scale of comparison data is 10x that of instructions data.
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Figure 4: An overview of the steps and components to training a model like ChatGPT.
Pretraining is the most resource-intensive in terms of scale and compute, but the subsequent
steps demand more human effort in collecting high-quality annotations for good responses
to instructions and accurate comparison data.

2 How does RLHF work?

2.1 Quick primer on reinforcement learning

Reinforcement learning is a category of machine learning where a model learns by iteratively
taking actions on its environment, which yields rewards, and optimizing to maximize these
rewards. It works best when the environment and the reward is well-defined, and hence
was mostly used on game-playing models, robotics, and simulated environments. Most well-
known applications are AlphaG(ﬂ), AlphaStarﬂ, and self-driving cars. It has been difficult to
apply to natural language generation because defining accurate reward functions is difficult
and assigning credit to each token of the generation process for the final reward is also not
straightforward.

2.2 Overview

A high-level overview of RLHF is shown in Step 1 is SFT with instruction data
that we described above. Policy is jargon in reinforcement learning that refers to a strategy
that an agent uses to pursue its goals, and in our case it is synonymous with the language
model to be trained.

1. Finetune a pretrained model with SFT using instruction data.

2. Sample responses from the SFT model and compare them to create a comparison
dataset.

4https://www.deepmind.com/research/highlighted-research/alphago
Shttps://www.deepmind.com/blog/alphastar-mastering-the-real-time-strategy-game-starcraft-ii
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3. Train a reward model with the comparison dataset. This model outputs a scalar
reward.

4. Use RL (e.g. proximal policy optimization) to finetune the language model.

It is important that the responses samples for collecting the comparison dataset are
responses generated by the same model that will be trained by the resulting reward model.
Except for formulaic reward scores like Flesch reading ease score, reward models themselves
are machine learning models and are therefore susceptible to overfitting. They struggle with
out-of-distribution examples and will not know how to appropriately score a response that
it hasn’t seen before. This is why Llama-2 (Touvron et al.,|[2023) also retrained their reward
models for each round of RLHF so that they train with a reward model that is still relevant
for the current model.
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Figure 5: An overview of the RLHF process used for InstructGPT, the predecessor to Chat-
GPT. The exact formula for ChatGPT/GPT-4 is not known, but it incorporates multi-turn
instructions data to make interactions with it conversational. Image credit: OpenAl.

2.3 Prerequisites

Technically speaking, pretraining and SF'T are not required steps before RLHF, but empiri-
cally, the better the pretrained model and the SFT model, the better RLHF works. Recent
work indicate that pretraining is the step that the model builds knowledge and SFT is con-
sidered the step that steers the model towards exposing that knowledge in a useful way for
humans (Zhou et al., 2023)). If your model only generates gibberish, it is difficult, if not
impossible, to collect meaningful comparison data.



2.4 Reward modeling

There is no requirements on the type, size, and architecture for the reward model, but RLHF
only works as well as its reward model, so how the reward model is designed is the most
important factor for the final model performance. The preferred choice is usually a smaller
version of the same model that will be trained with RL with a final linear projection layer
for generating a scalar value.

Although the reward model learns to produce a scalar value, the actual comparison data
usually doesn’t contain a scalar value. Let’s say we want to assign a safety score to a model’s
response. It would be difficult to get a consistent score among the many human annotators,
but it would be easier to get the same comparison result if two responses were pitched
against each other. The trick to producing a scalar value despite not having scalar scores for
individual responses is to have the model predict a score for each separately and optimize the
model to maximize the difference between the preferred response and the rejected response.

The algorithm is shown in [Figure 7]
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Figure 6: Overview of the steps involved in training a reward model. Image credit: Hug-
gingFace.

How many comparisons are needed and whether diversity in the prompts or diversity in
the responses are more important are all open questions for training a generalizable reward
model that stays relevant throughout RLHF training.

6(Touvron et al., [2023) experimented with using margin annotations (e.g. significantly better, marginally
better, etc.) and incorporated it into the loss function to see if it helps with RLHF, but there was negligible
difference in the reward model’s accuracy.




* rg: the reward model being trained, parameterized by 0. The goal of the training process is to
find O for which the loss is minimized.
e Training data format:
o X: prompt
© Y. winning response
o y;: losing response
e For each training sample (X, Vs, y1)
o 8y = Ig(X, yw): reward model’s score for the winning response
o 51 = rp(X,y;): reward model's score for the losing response
o Loss value: —log(o(sy, — s1))
¢ Goal: find O to minimize the expected loss for all training samples. —E, log(o(sy, — s1))

Figure 7: Reward modeling algorithm. Credit: Chip Huyen
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I don't know that we should get the dog high. I think

How canlget I'm notsure what you s . .
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Figure 8: Sample from Anthropic’s HHH dataset. While easier to collect than good re-
sponses, human preferences are subjective. I would have preferred the rejected response in
this case.



2.5 Reinforcement learning

Naively using reinforcement learning is known to be unstable, where the trained model can
be stuck in a local minima or lead to a model hacking the reward model by finding shortcuts
to achieving high scores without meaningfully demonstrating the desired behavior.

Instead of simply maximizing for the score from the reward model, there are several
regularization terms that help stabilize training. As shown in [Figure 9 the output generated
by the tuned model is also provided to the original model and apply a KL divergence penalty
if there is a large shift.

Another optional regularization technique shown in [Figure 10| is to provide text seen
during pretraining to the trained model and making sure that the trained model still assigns
a high probability.
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Figure 9: Overview of the RL step. Image credit: HuggingFace.

The details for how the weights are actually updated depend on the RL algorithm itself
and not within the scope of this module. For those interested, check out the original PPO
paper (Schulman et al., [2017)).




* RM: the reward model obtained from phase 3.1.

o LLMSFT: the supervised finetuned model obtained from phase 2.
o Given a prompt X, it outputs a distribution of responses.
o In the InstructGPT paper, LLMSFT is represented as m>FT,

. LLM(PRL: the model being trained with reinforcement learning, parameterized by ¢.
o The goal is to find ¢ to maximize the score according to the RM.
o Given a prompt x, it outputs a distribution of responses.
o In the InstructGPT paper, LLMtpRL is represented as ngp‘L.

e X: prompt

e Dgy: the distribution of prompts used explicitly for the RL model.

® Dpretrain : the distribution of the training data for the pretrain model.

For each training step, you sample a batch of xg;, from Dy, and a batch of Xpretrain from Dpreqrain -
The objective function for each sample depends on which distribution the sample comes from.

1. For each xgp, we use LLMCPRL to sample a response: y ~ LLM};L(XRL). The objective is

computed as follows. Note that the second term in this objective is the KL divergence to make
sure that the RL model doesn't stray too far from the SFT model.

LLMRL(y|x)

objective ,V:@) = RM(%gr,y) — Plog —————
] 1(%RL, Y 9) (Xrr,y) — Plog LIV ()

2. For each Xprerrain , the objective is computed as follows. Intuitively, this objective is to make sure
that the RL model doesn’t perform worse on text completion - the task the pretrained model
was optimized for.

ObjECtivez (xpretrain > CP) =14 10g LLM(PRL(Xpretrain )

The final objective is the sum of the expectation of two objectives above. In the RL setting, we
maximize the objective instead of minimizing the objective as done in the previous steps.

LLMRL(y|x)

RL
m] + YEX'“Dprerrain log LLMW (X)

objective(p) = Ex_p,, Ey 1impro [RM(x,y) = log

Figure 10: Algorithm for the RL component of RLHF. Credit: Chip Huyen



3 Why does RLHF improve on SFT?

Despite trying my best to form an intuitive narrative for the adoption of RLHF, I was not
able to find a narrative that clearly motivated RLHF by mapping its advantages to issues
with SE'T. It seems that what happened was that OpenAl found some evidence that RLHF
was useful for generating better summaries (Stiennon et al., 2020) and wanted to apply it to
the more general task of generating better responses for a broad set of instructions. However,
there are sevaral hypotheses that tries to explain why RLHF improves on SFT, and here are
the main ones:

1. Diversity hypothesis: SFT only rewards for a single positive answer and punishes for
all else, even for small deviations, which can be confusing for the model. Intuitive, but
not convincing in practice as supervised learning does quite well and there is no strong
evidence that penalizing small deviations is problematic.

2. Negative feedback hypothesis: RLHF is able to take advantage of negative examples,
which are often considered more useful than positive samples (contrastive learning,
adversarial learning). In RL, the learner can formulate their own hypotheses and ask
the teacher about them.

3. Hallucination hypothesis: inconsistencies between what the pretrained model knows
and what the labelers know lead to confusion. In SFT, if the model is taught to generate
something that it doesn’t know, then it means that the model is learning to lie, while
RL doesn’t. In practice, however, RLHF actually seems to worsen hallucination [Z]

I highly recommend reading Yoav Goldberg’s notes on these hypotheses

4 Acknowledgement

In preparing these notes, I heavily referenced the following blog posts and recommend check-
ing them out:

1. Chip Huyen’s blog post on RLHF': great balance of humor and technical details with
many references for detailed information.

2. Huggingkace Blog Post - Illustrating RLHF by Nathan Lambert et al.: mainly focuses
on the RLHF algorithm itself, providing a brief history of RL and sharing seminal work
that led to RLHF and practical tools for using RLHF.

3. Argilla Blog Post - Finetuning an LLM: RLHF and alternatives

"https://openai.com /research /instruction-following
8Reinforcement Learning for Language Models by Yoav Goldberg
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