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VWhat we did

We replaced MERT s linear optimization with
a linear binary classifier, and fed it pairs of

translations, effecting a ranking
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Urdu-English PBMT tuning stability

L LL

MERT MIRA PRO MIRA PRO

LLL LL

MERT MIRA PRO MIRA PRO

L LL

MERT MIRA PRO MIRA PRO

4-ref BLEU

0 5 O[Ot (S 25 S ()

Consistent Parity with
results leading techniques

Any Questions!

PROS sMERIIS{MIFE

Very fast

Wednesday, August 3, 2011



VWhich Is best!

he goes not

O
oYy
-H_L
C
)]
D
©
O
0,
{hGE

she not go

I ne va pas = ¢

(Image credit: Silverstein, [981)

Wednesday, August 3, 2011




VWhich Is best!

| he coes not ﬂ
¥ 8

& - A
A 4 -
(& S ¥ (12 &3 )
'/ . f. o g/
-t 7 7 ! )
& . i ¢ T
Za08k »—> | he doesn't go
2 Uy QRS |
4 .." “,'s- 8 ’ '}
. ; M b J

) T AP \—‘u"
Il ne va pas = U

4 . - . ) <P r -
AY ] B
- . - .‘\ . , . \
~ 1 )\ v S :
Lo . L S
N N s et 7
. K ) . 1 T '
| LY L A |
AN S N \.“ > - ;\ 4\ .
S D [ NZ h
' e SACTRIGIECIE)
RN ’,

A good scoring function can tell us
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VWhich Is best!
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Properties of the translation

iteral meaning?

fluency!
word count!
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Properties of the translation
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Properties of the translation
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Translations are feature vectors
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The tuning framework that
everybody uses

MERT framework

(Och, 2003)
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The tuning framework that
(A-Amost)*

(Generate n-best
per Input sentence

Generation

MERT framework

Add to
Candidate Pool

& Not DAVid Chittng (Och, 2003)
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The tuning framework that
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Generation
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The tuning framework that
(AAmost)*

(Generate n-best
per input sentence

Generation

MERT framework

Learned
weight vector

Add to
Candidate Pool

Optimization

& Not David Cliliny (Och, 2003)
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How MERT works

feats extrins

The MERT algorithm
works by varying one

welght at a time to find
a value for that weight
that aligns the best
model score
with the best
extrinsic score
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How MERT works

feats

model extrins

total
extrinsic

The MERT algorithm
works by varying one
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model score
with the best
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How MERT works

feats model extrins

(MERT can optimize the
non-decomposable BLEU;
swap these for n-gram

component values and
determine total with the
BLEU equation)

total 43
extrinsic
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How MERT works
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model extrins
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This works well for small feature sets, but as the feature
space grows, It Is hard to find a good position
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Synthetic Experiment

‘“features”

“Candidate pool” of randomly drawn “feature” vectors




Synthetic Experiment

‘“features” “axtrinsic
score”

“Candidate pool” of randomly drawn “feature” vectors
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Synthetic Experiment

goal weights
‘“features” “extrinsic
score”

“Candidate pool” of randomly drawn “feature” vectors

Secret “goal welghts' used to calculate extrinsic score
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Synthetic Experiment

SECRET learned weights
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Now use MERT to try and learn the goal weights back

This is linear equation solving

't's much easier than MT tuning
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MERT only cares about the
top-scoring translation

feats model extrins




MERT only cares about the
top-scoring translation

feats model extrins

MERT doesn’t care
about these




't doesn't care about matching
the overall ranking

feats model extrins
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We should focus on rank

Recognize that these
are different solutions!
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We can describe rank from a
pairwise perspective

ieersation a ezl aEElen o

-or any two translations a and b
of the same sentence
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We can describe rank from a
pairwise perspective
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Model and extrinsic
score order should agree
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Thisis a binary
classification problem

extrinsic model
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Thisis a binary
classification problem

extrinsic model
A >0 «& M. >0
label

training instance
(difference vector)
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(+ if a is better,
- if b is better)




Find the sepzirating vector
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-ind the sepzirating vector




-ind the sepeirating vector




rind the separating vector

“l have a good tool for finding
that vector!” (Daumeé Ill, ’°04)




riNnd the separating vector

==

“l have a good tool for finding
that vector!” (Daumeé Ill, ’°04)
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rind the sepeirating vector




-ind the sepeirating vector

Daume Ill, ’04 Manning & Klein, ’03 Hall et al., ’09
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-ind the sepeirating vector

Joachims, ’02 Och, 02 You, ?
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Avoid Intractability

» Sample from the pool to
avold blowup

* Focus on difference vectors
with large differences

« Add evil twins to ensure
balance

==
=
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Avoid Intractability

» Sample from the pool to
avold blowup

» Focus on difference vectors
with large differences

« Add evil twins to ensure
balance

(Nimoy, '63)
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MERT Tuning

(Generate n-best
per input sentence

Generation

MERT framework

Learned
weight vector

Add to
Candidate Pool

Optimization

(Och, 2003)
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Pairwise Ranking Optimization
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PRO scales

Synthetic weight learning
of MERT and PRO
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PRO scales

Synthetic weight learning
of MERT and PRO
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MIRA also scales...
out it's hard to implement

» Like PRO, a discriminative learning
algorithm

» Unlike PRO, requires online,
simultaneous optimization and
decoding

» MIRA tuning must be customized
to compute environment (cluster,
inter-process communication,
reliability concerns)

(VWatanabe et al., '0/) (Chiang et al.,"08,"09)
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Unavoidable slide detalling the

configuration and data of the

experimental condrtions....zzzzz

Data (words)

Language
Train Tune Test

M | 6K | 8K

Urdu-English (NIST 2009) (NIST 2008) (NIST 2008)

| 75M 65K 47K

Arabic-English - (\IST 2008)  (NIST 03-06/GALE) (NIST 2008)

781 42K 37K

Chinese-English (GALE 2008) (NIST 03-06) (NIST 2008)

Features
PBMT SBMT
base ext base ext
|5 D510, |9 277
|5 6333 |9 35
|5 | 828 5 SV
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Unavoidable slide detalling the

configuration and

experimental conc

Data (words)

Language

Train Tune language pairs
| ( 22M | 6K | 8K
Jrdu-English | J5T2009) | (NISPI008 (NisT 20081 | 2 [

( 175M
(NIST 2008)  (

60K

Arabic-English

( 173M
(GALE 2008)

42K
(NIST 03-06)

Chinese-English

data of the
tions....zzzzz

47K
2T 03-06/GALE) (NIST 2008)

15 6333 19

37K
(NIST 2008)

|5 1828 [

Standard large-scale
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Unavoidable slide detalling the
configuration and data of the
experimental condrtions....zzzzz

Data (words) Features
Language PBMT SEIE
Train Tune Test
base e base ext
Urdu-English (lez. State-of-the-art, 5| 2250 | RS

decoders

| \/

e LN ST 2008) [(NIST 03-06/GALE) | (NIST 2008y [ 2 | 2 LS

7811 42K 37K

B CaiEo008) | (NIST03.06) | (NiST2008) | 12| ORI
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Unavoidable slide detalling the
configuration and data of the
| s 77777

il Two feature configurations
per decoder

Features

Language | REM ST
Train Tune Test = —
Gl (N|52T2;4009) (NIS|T62KOO8) (NIS|T82KOO8) > | 2N R
ekl (NIS|;52[\(/|)O8) (NIST 036’)-50K6/GALE) <N|sf}r72|<008) MR |
Chinese-English X i s |5 1828 |9 sl

(GALE 2008)  (NIST 03-06)  (NIST 2008)
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Unavoidable slide detalling the
configuration and data of the
experimental condrtions....zzzzz

Data (words) Features
Language PBMT SEIMA
Ran MERT, MIRA, PRO
base ext base ext
e Emalies 22 IO BN (19) 277
el (NIST 2009)  (NIST 2008)  (NIST 2003\ N\
. 175M 65K 47K
Arabic-English  \iIsT 2008) | (NIST 03-06/GALE)  (NIST 2008) (9 N33 (19) 352
| | 173M 42K 37K
Shinese-English | =) Eo008) | (NIST 03:06) | (NIST 2008) (5) 188 (19) 517
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Unavoidable slide detalling the
configuration and data of the
experimental condrtions....zzzzz

Data (words) Features

g Ran MIRA, PRO BV SBMT
(MERT doesn’t scale), S ullkadihe

/i | 6K | 8K @ S @

(NIST 2009)  (NIST 2008)  (NIST 2008)
G\ 53

| . 173M 42K 37K
B CALEJ008) | (NIST03-06) | (NIsT 2008y | 2 [ \E IR &2

Urdu-English

Arabic-English ey 93¢ IS |5
5 (NIST 2008) (NIST 03-06/GALE) (NIST 2008)
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Unavoidable
, Report 4-reference,
COﬂﬂgurath detokenized, mixed-case

experimental g
Data (words) Features
Language PBMT SEIMA
Train Tune ( Test )

base ext base ext

. 22M 6K 8K
S = NS00 | (NIsT2008) | (NisT2008) | 2 e

g 175M 65K 47K
AUEDICENEISN | (\iST 2008) |(NIST 03-06/GALE)| (NIsT 2008) | = | 6933 | 17} 952
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B CaiEo008) | (NIST03.06) | (NiST2008) | 12| ORI
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PRO Is fast

B Wall time B CPUtime
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*Your implementation of MIRA may be faster
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MERT Is unstable

Urdu-English PBMT tuning stability
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PRO Is stable

Urdu-English PBMT tuning stability

4-ref BLEU

lteration

Result from five 1dentical runs
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MERT vs. MIRA vs. PRO

PBMT Urdu-English SBMT Urdu-English
65 26 25.2
24.2
24 24 23.4 236 234
22.8 22.8
22.3 W 22.2
21.8 116
20 5 205 1204
I|77I|79II82 17.8 Iil
MERT MIRA PRO MIRA PRO MERT MIRA PRO MIRA PRO

B baseline features
B extended features
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MERT vs. MIRA vs. PRO

PBMT Arabic-English SBMT Arabic-English
49 48.5 49
47.5
468 46.9
46 45.8 45.9
44.7 44.6 445
44
41.7 | 41.9
4| 4I | 4I | 41
39.8 40.3
39 M 39 N 39 - I
39 L] L] L]
MERT MIRA PRO MIRA PRO MERT MIRA PRO MIRA PRO

B baseline features
B extended features
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MERT vs. MIRA vs. PRO

PBMT Chinese-English SBMT Chi“ese";';g'is*'

26
= 2515 S 25.6

25 24.8 24.9 25
24.1
24 23.8 23.8 24
23.5
23.3
22.9 B 22.9

23 225 225 22.6 1227 23 W227

22.2 I I I I I
22 ]

22
MERT MIRA PRO MIRA PRO MERT MIRA PRO MIRA PRO

B baseline features
B extended features
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PRO I1s comparable to all m s

PBMT Urdu-English

FL 1L

MERT MIRA PRO MIRA PRO

26
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|/

SBMT Urdu-English

MERT MIRA PRO MIRA PRO

PBMT Arabic-English

SBMT Arabic-English

49 49
‘LLLLL [sroe LL
55 555

MERT MIRA PRO MIRA PRO MERIEMIRASEREEMRESE R

PBMT Chinese-English SBMT Chinese-English

26 26
. L l l . l l l L l
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MERT MIRA PRO MIRA PRO

MERT MIRA  PROSIMIRE SIS -
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Related VWork

SampleRank
(Culotta, '08, Wick et al,, ‘09, Roth et al., ' 0)

Classifier-based Weight Learning

(Tillmann & Zhang, ‘05, Och & Ney, '02
[ttycheriah & Roukos, ‘05, Xiong et al., '06)

Discriminative Re-ranking
(Shen et al,, '04, Cowan et al,, ‘06,
VWatanabe et al,, '06)

Similar approach, with suided

search through pool space
(See Haddow et al. in WMT)

Various approaches using
classifiers to learn MT feature
welghts -- these do not use the
difference vector approach

Changing the n-best list after
decoding using similar
techniques to ours
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Why Use PRO?

't's scalable

i

Wednesday, August 3, 2011



't's scalable

Why Use PRO?

't's stable
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MERT e |
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Why Use PRO!

't's scalable

't's fast

FE @R ERT - MIRA

't's stable
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1
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Why Use PRO?

't's scalable it's stable
. PROF
g hAEEF%1' ...............
.............................. 'f
t's fast t's easy

At least three external

implementations prior to
this talk

EEERERT  MIRA
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Why Use PRO?

't's scalable it's stable
S PRO ——
hAEEF%1' ...............
.............................. 'f
't's fast

“Including
mine!”
(Dyer, P.C.)

.\

FE @R ERT - MIRA
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https://github.com/redpony/cdec/tree/master/pro-train
https://github.com/redpony/cdec/tree/master/pro-train

Why Use PRO?

-

't's scalable

“Including
mine!”
(Dyer, P.C.)

FE @R ERT - MIRA
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